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This document explains the derivation of equations in Gibbs sampling for latent classes and latent
ranks, pertaining to the Infinite Relational Model found in Chapter 7, Section 7.8 of Shojima (2022).
This is based on Chapter 13 by Ishii & Ueda (2014), with formulas and symbols modified to align with
Shojima’s notation. First, I present a summary of the notation rules, followed by the expansion of the

model equations, leading to the derivation of the formula found on page 341 of Shojima (2022).

# 1 Table of Notations

Term Description
Number of Subjects S

Number of Items J

Response U = {u;}
Correct answer Ug; =1
Incorrect answer Ug; =0
Missing Indicator matrix Z = {z}
item j presented to Student s Zgj =1

item j didn’t presented to Student s 255 =0
Response vector Us = (usty - -5 Us)
Reminder after removing s U—s

Classes C={c,=1,...,5}
Fields F={fj=1,...,J}
Class membership matrix Me = {ms.}

Field membership matrix Mp = {m;s}
Reference matrix g ={my.}
Parameter set for (¢, f) block, where f ranges from 1 to F. H%’"‘ = (T1ey "+ s TFe)
Binary class membership matrix Mc = {mg.}

Class labels vector nc = (1,2,---,C)

Latent Class vector

Set of elements in I, excluding s*
Binary field membership matrix
Field labels vector

Latent Field vector

Set of elements in lp, excluding j*




1 Model

Suppose the current number of classes is C. Student s* may belong to one of the existing C classes
or to a new class. The probability that s* belongs to class ¢ is denoted by ps-. and is represented as

follows:

Plos = ¢ | U1 U, 70, fo, Bi)
P(ZCS* :C| Us*aans lag 7lF370360751) (1)
x P(lgs» = c[1c” ,7¢)P(Us- | lose = ¢,lp, U™, fo, 1)
The first term can be transformed as follows(by Hoppe’s urn model; Ishii and Ueda(2014),Ch11 and
Ch12.).
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The second term is as follow:

P(Us* lCS* = CavaUis*aﬂovﬂl)

/ [[P@s; licer = e lp, MG )pIG" [lee = 1" 1p, U™, Bo, f1)dITG"
J

exsisting class ¢ (3)
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The likelihood part of eq.(3) is

[T, Pluij | loer = e, lp, TIGT) =[] [ Puij | TgH) ™™
Jj f

= [T s (1 = mpe) e
7

In (4),(713;C and Ug}c is defined as follows:

J
Uf;c = ZmS*CmeZSJUS*J (5)
j=1
J
Uige = D Mseep2si (1 = tige;), (6)
j=1

Next, the posterior distribution of the parametes in the second term on the right hand side of eq(3)

can be transformed as follows, according to Bayes’ theorem.



p(Hg | ZCS* =, las*ava U_S*aﬁ()vﬁl) = Hp(ﬂ-fc I lCS* =c las*alFa U_S*760aﬁl)

f
_ H PU—~ las*JF,’inc)p('/ch | Bo, B1)
i S PU 1™ Up,mpe)p(mse | Bo, fr)drye

1 (Hj [T zs- Plus; | ch)mS’cm”) p(mse | Bos Br)

f f (H] Hs/#s* P(U’S’j | ﬂ-fc)mslcmjf> p(’lec | 607B1)d7rfc
(7)

The likelihood in eq(7) can be calculated as follows:

TL Tl Plusy | mpe)™semsr - =T Tlgpee w0 (1= ) tera) eeis

= szcj Darpan Ut jMscTiy g (1-— ch)zj P arar (I—ugr ) Mscrin g (8)
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Meanwhile, Ul_ff; and U&f: do not include the data of Student s*. That is,
s J

Uiy = D Y fitsemygzsjus;. (9)

s(#s%) i=1
} 5 J
UO}SC = Z stcmjfzsj(l — ’U,Sj). (10)
s(#s*) j=1
Note that p(7sc | Bo, 81) = Beta(nyc; Bo, B1). The definition of the Beta distribution is as follow:

GBo=1(1 —g)sri—1
B(/607 ﬁl)

Beta’(a; 607 ﬂl) =

The dominator B(fy,31) is the Beta function. It acts as a normalization constant for the Beta

distribution.



Considering this, Eq.(7) can be written as follows:

—s*
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f
By the way, Ulfc and (~]0fc are denoted as in eq.(12) and eq.(13).
1Sfc +U 1fc Z ZmSCmeZSJuSJ + st <My f2sjUs
s(#£s*) j=1
J
= Z stcmﬂfzw“w
s=1j=1
= Ulfc

Ue+ Usge = D D mactitjpzej (1= tisy) + 3 iseciijg2s;(1 = tse;)
s(#£s*) j=1

s J
DO INETS

HMK

= Uofc.

Returning to Equation eq.(3), the probability of belonging to an existing class c is as follows:

(12)



/HP(um | loer = ¢, lp, TG p(MGT [l = ¢, 15°  1p, U™, Bo, B1)dITGT

lfc T 4B —1
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Given its definition*!, the Beta function exhibits symmetry with respect to its two parameters, mak-
ing them interchangeable:B(a,b) = B(b,a). Therefore, the above equation is consistent with Sho-
jima(2022),Pp.341.

Regarding the probability that s* belongs to a new class, eq.(7) can similarly be expanded as follows.
Note P(II%" | By, 1) = [1; Beta(mye; Bo, 1),

/Hp(us*j | oo = ¢, g, TIGT)P(TIGT | Bo, B1)dITGT
J

/(W;Jclfc(l - ch)US;C)( BN = mpe) o)) dr e
B 1;[ B(1, Bo) (15)

U3 fet+B1—1 st 40—
[T = g By,

- 1;[ B(p1, Bo)

o Ulfc+/617U0fc+B0)
_1;[ B(p1, o)

*1 The definition of Beta function is B(Bo,51) = fol zPo (1 — z)Prde



Finally, we arrive at the following equation by Shojima (2022):
DPs*c :P(ZCS* :C| U7las*7lFa’}/Caﬂ07B1)

S;e H?:l B(Uose + Bo, Urpe + B1) . .
A — — , existing class ¢ € Ng«
S=14+5c[Tio, BUssh + Bo,Urfs +Bu) (16)

F Frs* Frs*
YC Hf:l B(U()fc» 1fc)
S—1+7c H?:l B(Bo, B1)

,new class c=C* 4+ 1
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